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Session agenda 
Things I have come to understand traveling across disciplines

• The co-evolutionary character of technology and humanity 
• temporal/dialectic dimension, uncertainty, control? 
• implications for responsible practices 

• How different disciplinary lenses are/can/should be 
involved in “Responsible ML” 
• Reflection on embedded logics in computational 

sciences (including ML) 
• zooming in on fairness 

• Discussion - further reading



Reflection points

• Understand one’s positionality in interdisciplinary 
discussions 

• Which responsibilities does that put on 
• your field and its culture (interacting with other 

fields) 
• yourself as a professional 
• yourself as a human, part of society 

• What tools does your discipline give you to take 
positive responsibility?
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ETHICS?

Law?



FATML/FAT*/FAccT



Solving traffic safety?



Archaeological 
perspectives on AI!



Material Agency: Co-evolution of technology 
(infrastructure) and human behavior and norms

Technology is neither good nor bad 
Nor is it neutral 

(Melvin Kranzberg, 1985) 

Middle ground between technological 
determinism vs social constructionism



Temporal and epistemic dimensions 
of Responsibility

• Co-evolution/dialectic development:  
• human behavior/understanding              technological affordances  
• “new technologies as social experiments” [vdPoel 2016] 

• Responsibility: positive [for doing good]/negative [for causing harm] 
• Uncertainty vs Responsibility: can we know risks and benefits? 
• Emergent (i.e. non-deterministic?) 
• What is considered acceptable/to be prevented will co-evolve  
• Collingridge/Control Dilemma (1980) - [vdPoel2016] 
• precautionary principle - focuses on negative responsibility 
• positive approach: “responsible experimentation” (procedural)

These are reasons why law/ethics/humanities cannot provide precise specifications of 
moral requirements you may want to implement



Neil Postman (1995)

1. trade-offs


2. winners and losers


3. codification of the world 
(hammer -> nail)


4. Change is not additive, but 
ecological


5. easily viewed as mythic, “God-
given” instead of constructed

Five Things We Need to Know About Technological Change 

https://whyy.org/episodes/audience-of-one-how-television-made-donald-trump/

… and that you don’t learn how to 
think or talk about in CS…



Interactions about 
fairness in ML?



=?
What is fairness?



≈?
What is fairness?



https://imgs.xkcd.com/comics/
here_to_help.png



lived experiences (needs)

(mediated) framing perspective

positionality



But also: interdisciplinary ambiguity



Passi, S., & Barocas, S. (2019). Problem Formulation and Fairness. In 
Proceedings of the Conference on Fairness, Accountability, and Transparency 
(FAT* '19). ACM, New York, NY, USA, 39-48.

https://dl.acm.org/citation.cfm?id=3287567


What is the problem?

equal 
distribution 
of resources

equal 
outcome

reparation of 
historical 

inequality?

making 
inequalities 
irrelevant



Reading technical paper together 

[Preventing Fairness 
Gerrymandering: Auditing and 

Learning for Subgroup Fairness - 
Michael Kearns et al., PMLR 

80:2564-2572, 2018. ]

-moment

DEFINITIONS

https://proceedings.mlr.press/v80/kearns18a.html
https://proceedings.mlr.press/v80/kearns18a.html
https://proceedings.mlr.press/v80/kearns18a.html


https://www.propublica.org/article/machine-bias-risk-assessments-in-
criminal-sentencing

Lessons from recidivism scoring

"21 definitions of fairness"

Deirdre K. Mulligan, Joshua A. Kroll, Nitin Kohli, and Richmond Y. Wong. 2019. This Thing Called 
Fairness: Disciplinary Confusion Realizing a Value in Technology. Proc. ACM Hum.-Comput. Interact.



Positive responsibility: contributing to better 
understanding of the issues of the system

• No direct discrimination


• race was not a parameter


• distribution of scores is similar


• (ZIP-code, or arrested family members could be a 
proxy)


• Problem was in distribution of the errors: false negatives 
(whites) vs false positives (blacks) for recidivism risk


• Impactful at low level of accuracy (only valid about 
62% [Slave to the Algorithm])


• Causes related to human bias captured in data (a.o.): 


• unreasonable weights to one field in questionnaire


• using re-arrest data as proxy for re-offence


• training data from district in Florida with 
known disparity in arresting blacks vs whites

white 
overrepresented

black overrepresented

no significant 
difference



Yes, we need more measures for fairness, but…

each measure describes a 
particular aspect - that may or 
may not be the relevant one 
for the context of application 

Also depends on how the moral problem is framed 
- available data and techniques 
- moral norms are often inherently contested, or 

open enough to allow for change <> measure 
- so cannot be a pure ML question to solve



Solving traffic safety?

The right 
measures?



David Moats et al, to appear [*2]: facilitating interdisciplinary conversations about AI 
Ethics terms using scientometric visualisations.



Disciplinary confusions around concepts 
like “fairness”?

• Relevant perspectives: 
• philosophy/ethics: systematic frameworks for reasoning what is problematic, what 

should be the case and why 
• legal: substantive (discrimination) vs procedural (accountability, contestability) 
• history and political science: understanding power relations, problematic inequalities 
• social sciences: descriptive (what do people consider fair) 
• computational: operationalisations (fair division, voting, fairML) 

• Different directions of abstraction of the concept [attempt]: 
• Philosophy/Ethics: towards capturing core substance (or absence thereof) 
• CS: away from substance to structural specification (context independent) to allow 

for syntactic processing 
• Law/Ethics: to avoid specification of substance to allow for context-dependent 

interpretation [=> rules often focused on procedure] 
• [Social science: heuristic starting point for empirical substantiation]

Deirdre K. Mulligan, Joshua A. Kroll, Nitin Kohli, and Richmond Y. Wong. 2019. This Thing Called 
Fairness: Disciplinary Confusion Realizing a Value in Technology. Proc. ACM Hum.-Comput. Interact.



Selbst, boyd, Friedler, Venkatasubramanian, Vertesi 
(FAT* 2019)

• Framing trap


• Portability trap


• Formalism trap


• Ripple effect trap


• Solutionism trap

Fairness and 
abstraction in 
sociotechnical systems

Reflecting on implicit logics of the computational sciences

failure to acknowledge best solution may not involve technology

failure [impossibility] to model the entire system

not acknowledging context sensitivity of “solutions”

not accounting for full meaning of social concepts 
(prodedural, contextual, contestable)

“technology is ecological, not additive”



Inioluwa Deborah Raji, I. Elizabeth Kumar, Aaron Horowitz, and Andrew Selbst. 2022. The Fallacy of AI Functionality. In Proceedings of the 2022 
ACM Conference on Fairness, Accountability, and Transparency (FAccT '22). 

Different problem framings - different responsibilities



Narayanan & Kapoor, AI Snake Oil, 2024

Do not 
contribute to 
hype in your 

communication: 
contribute to a 

culture of 
humility and 

critical 
evaluation 

what success do 
your 

benchmarks 
measure?

Different problem framings - different responsibilities



Reflection....



Wrap up 
Things I have come to understand traveling across disciplines

• The co-evolutionary character of technology and humanity 
• temporal dimension, uncertainty, control? 
• implications for the responsibility of the CS professional? 

• Awareness of what different disciplinary lenses bring to 
questions in Responsible ML 
• Reflection on embedded logics in computational 

sciences (including ML) 
• zooming in on fairness 

• Discussion: what are responsibilities that the professionals 
in the field of ML can and should carry?
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