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Session agenda

Things | have come to understand traveling across disciplines

« The co-evolutionary character of technology and humanity
« temporal/dialectic dimension, uncertainty, control?
« implications for responsible practices

« How different disciplinary lenses are/can/should be
involved in “Responsible ML”

« Reflection on embedded logics in computational
sciences (including ML)

e zoOMing in on fairness

e Discussion - further reading



Reflection points

o Understand one’s positionality in interdisciplinary
discussions

« Which responsibilities does that put on

« your field and its culture (interacting with other
fields)

o yourself as a professional
« yourself as a human, part of society

« What tools does your discipline give you to take
positive responsibility?
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Material Agency: Co-evolution of technology
(infrastructure) and human behavior and norms

Technology is neither good nor bad
Nor is it neutral

(Melvin Kranzberg, 1985)

Middle ground between technological
determinism vs social constructionism




Temporal and epistemic dimensions
of Responsibility

« Co-evolution/dialectic development:
« human behavior/understanding 0 technological affordances
e “new technologies as social experiments” [vdPoel 2016]
« Responsibility: positive [for doing good]/negative [for causing harm]
« Uncertainty vs Responsibility: can we know risks and benefits?
« Emergent (i.e. non-deterministic?)
« What is considered acceptable/to be prevented will co-evolve
« Collingridge/Control Dilemma (1980) - [vdPoel2016]
e precautionary principle - focuses on negative responsibility

e positive approach: “responsible experimentation” (procedural)

These are reasons why law/ethics/humanities cannot provide precise specifications of

moral requirements you may want to implement




Neil Postman (1995)

Five Things We Need to Know About Technological Change

... and that you don’t learn how to

think or talk about in CS...

1. trade-offs
2. winners and losers

3. codification of the world
(hammer -> nail)

4. Change is not additive, but
ecological

5. easily viewed as mythic, “God-
given” instead of constructed

https://whyy.org/episodes/audience-of-one-how-television-made-donald-trump/



Interactions about
fairness in ML?



What is fairness?

-




What is fairness?
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1 SIX MONTHS LATER:

OUR FIELD HAS BEEN STRUGGLE NO MORE!

STRUGGLING WITH THIS T'M HERE TO SOLVE. WOW, THIS PROBLEM
PROBLEM FOR YEARS. IT \JITH ALGORITHIMS/! 15 REALLY HARD.
L YOU DONT SAY,

%5 i

https://imgs.xkcd.com/comics/
here_to_help.png
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But also: interdisciplinary ambiguity

“Ihere can be no peace until they
renounce their Rabbit God and
accept our Duck God.”




Passi, S., & Barocas, S. (2019). Problem Formulation and Fairness. In
Proceedings of the Conference on Fairness, Accountability, and Transparency
(FAT* '"19). ACM, New York, NY, USA, 39-48.

6 CONCLUSION

In this paper, we focused on the uncertain process by which
certain questions come to be posed in real-world applied data
science projects. We have shown that some of the most
important normative implications of data science systems find
their roots in the work of problem formulation. The attempt
to make certain goals amenable to data science will always
involve subtle transformations of those objectives along the
way—transformations that may have profound consequences
for the very conception of the problem to which data science
has been brought to bear—and what consequently appear to
be the most appropriate ways of handling those problems.
Thus, the problems we solve with data science are never
insulated from the larger process of getting data science to
return actionable results. As we have shown, these ends are
very much an artifact of a contingent process of arriving at a
successful formulation of the problem, and they cannot be
easily decoupled from the process at arriving at these ends. In
linking the normative concerns that data science has provoked
to more nuanced accounts of the on-the-ground process of
undertaking a data science project, we have suggested new
objects for investigation and intervention: which goals are
posed and why; how goals are made into tractable
questions and working problems; and, how and why
certain problem formulations succeed.


https://dl.acm.org/citation.cfm?id=3287567
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https://proceedings.mlr.press/v80/kearns18a.html
https://proceedings.mlr.press/v80/kearns18a.html
https://proceedings.mlr.press/v80/kearns18a.html

121 definitions of fairness"

Lessons from recidivism scoring

BRIEF HISTORY Of FAIRNESS IN ML

OH, CRAP.

LOL FAIRNESS!.
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PAPERS

Deirdre K. Mulligan, Joshua A. Kroll, Nitin Kohli, and Richmond Y. Wong. 2019. This Thing Called
Fairness: Disciplinary Confusion Realizing a Value in Technology. Proc. ACM Hum.-Comput. Interact.



Positive responsibility: contributing to better
understanding of the issues of the system
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Yes, we need more measures for fairness, but...

" It's a

. Spear .
each measure describes a

ﬂ Y | particular aspect - that may or
3 ' may not be the relevant one
for the context of application

Also depends on how the moral problem is framed
- available data and techniques
- moral norms are often inherently contested, or
open enough to allow for change <> measure
so cannot be a pure ML question to solve
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David Moats et al, to appear [*2]: facilitating interdisciplinary conversations about Al

Ethics terms using scientometric visualisations.

embedding
word erﬁidmg ‘0 S selective label
re human performance
error anal black box model e
&= : disparat/%éat_meh

uence
e .. @
formalization

trustworthiness
@ nQise
-
Yl \ S BN
algorithmici@ppression g Spare : 2% == W S L "'"ﬁ?-‘ real il
. % S orT £ A > ¥e i
© S debity | seger sile. gata  Tace - o di.',; B proecisggtriue spurig
region - o4 & el 4 < ol u‘: y :‘ N \ .!’_l,rl‘.!‘ ‘ A"/ .
S ‘\

tweet

-

=R

il
Q-
a

arcr

ﬁlﬁlice
criti’&me aJer N
india data sharing @ | .

computer scientist

) : cash bail
algorit {nic d ‘ ,
disaipline & %\ N\ . /démand-gi. &0 (fair a orithm

admg,

distributive fairness

@ die

rict

_VOSviewer

feature



Disciplinary confusions around concepts
like “fairness”?

« Relevant perspectives:

« philosophy/ethics: systematic frameworks for reasoning what is problematic, what
should be the case and why

 legal: substantive (discrimination) vs procedural (accountability, contestability)
 history and political science: understanding power relations, problematic inequalities
o social sciences: descriptive (what do people consider fair)
« computational: operationalisations (fair division, voting, fairML)

« Different directions of abstraction of the concept [attempt]:
« Philosophy/Ethics: towards capturing core substance (or absence thereof)

« CS: away from substance to structural specification (context independent) to allow
for syntactic processing

« Law/Ethics: to avoid specification of substance to allow for context-dependent
interpretation [=> rules often focused on procedure]

« [Social science: heuristic starting point for empirical substantiation]

Deirdre K. Mulligan, Joshua A. Kroll, Nitin Kohli, and Richmond Y. Wong. 2019. This Thing Called
Fairness: Disciplinary Confusion Realizing a Value in Technology. Proc. ACM Hum.-Comput. Interact.



Reflecting on implicit logics of the computational sciences
Fairness and

abstraction in
sociotechnical systems g
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failure to acknowledge best solution may not involve technology



Different problem framings - different responsibilities

Table 1: Failure Taxonomy

Impossible Tasks Conceptually Impossible
Practically Impossible

Engineering Failures Design Failures
Implementation Failures
Missing Safety Features

Post-Deployment Failures Robustness Issues
Failure under Adversarial Attacks
Unanticipated Interactions
Communication Failures  Falsified or Overstated Capabilities
Misrepresented Capabilities

Inioluwa Deborah Raji, I. Elizabeth Kumar, Aaron Horowitz, and Andrew Selbst. 2022. The Fallacy of Al Functionality. In Proceedings of the 2022
ACM Conference on Fairness, Accountability, and Transparency (FAccT '22).



Different problem framings - different responsibilities
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FIGURE1.2. The landscape of Al snake oil, hype, and harms,

showing a few illustrative applications.
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Reflection....




Wrap up

Things | have come to understand traveling across disciplines

e The co-evolutionary character of technology and humanity

e temporal dimension, uncertainty, control?

« implications for the responsibility of the CS professional?

o Awareness of what different disciplinary lenses bring to
guestions in Responsible ML

« Reflection on embedded logics in computational
sciences (including ML)

e zoOming in on fairness

e Discussion: what are responsibilities that the professionals
in the field of ML can and should carry?
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