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European Union White Paper On Artificial Intelligence 
- A European approach to excellence and trust

”It is essential that public administrations, hospitals, utility and 
transport services, financial supervisors, and other areas of public 
interest rapidly begin to deploy products and services that rely on 
AI in their activities.” 



Proposed European Union Artificial Intelligence Act, Recital 40

”Aside from the many beneficial uses of artificial intelligence, that 
technology can also be misused and provide novel and powerful 
tools for manipulative, exploitative and social control practices. 
Such practices are particularly harmful and should be prohibited 
because they contradict Union values of respect for human 
dignity, freedom, equality, democracy and the rule of law…” 



Meyer-Resende & Straub, Verfassungsblog, 2022

We expected that at least some of the authors 
would argue that algorithmic threats to the rule of 
law were solvable, or that responsibly-implemented 
algorithms could even help the delivery of justice. 
None of the experts did.”





EU Law is the current gold standard of data 
protection and responsible AI regulation.

Ability to meet or exceed legal requirements in

the EU can prove a competitive advantage in 

highly regulated sectors (medicine, critical 
infrastructure) 

Data protection frameworks helps you make 
choices aligning with human centered AI

Potential sanctions under the GDPR, 20 000 000 
EUR, or up to 4 % of the total worldwide annual 

turnover of the preceding financial year, 
whichever is higher:

Potential sanctions under the AI-Act

administrative fines of up to 35 000 000 EUR or, 
up to 7 % of its total worldwide annual turnover 

for the preceding financial year, whichever is 
higher.
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A (very) quick primer on data protection

• GDPR does not regulate machine learning as such.


• But. GDPR applies whenever personal data is processed (e.g. collected, 
transformed, consulted, erased) either within the union or relating to an EU resident.


• Fundamental question: can a person be identified, directly, or indirectly?


• Data subject: The person the data relates to.


• Data controllers: The entity that determines the purposes and means of the 
processing.


• Data can only be processed based on a lawful basis, for a specified and limited 
purpose, and for a limited period.
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Training
and use of training data



Training data as personal data
Points of departure from EU data protection law

• Definition of personal data under EU data protection rules is 
extremely wide –  any information relating to an identified or 
identifiable natural person. 

• Persons can be identified through aggregated data. 

• Everything is processing: collection, recording, organisation, 
structuring, storage, adaptation or alteration, retrieval, consultation, 
use, disclosure by transmission, dissemination or otherwise making 
available, alignment or combination, restriction, erasure or 
destruction…


• Fully anonymised data is not personal data, but:


• Avoidance of personal data in large training sets unless carefully 
controlled is… unlikely.



Sensitive category data in training sets
Difficulties in avoiding prohibited practices

• Processing of certain categories of data are prohibited by default – Personal data revealing:

Racial or ethnic origin; political opinions; religious or philosophical beliefs; trade-union membership; data concerning 
health or sex life; genetic data; biometric data for the purpose of uniquely identifying a natural person; data concerning a 
natural person's sexual orientation; + “data relating to offences, criminal convictions or security measures”


• Where a set of data containing both sensitive data and non-sensitive data is collected en bloc without 
it being possible to separate the data items from each other at the time of collection, the processing of 
that set of data must be regarded as being prohibited under the GDPR if it contains at least one 
sensitive data item – unless an exception applies.


• Possible exception for ’data manifestly made public by the data subject’ themselves, but:


• ’it is important to ascertain whether the data subject had intended, explicitly and by a clear 
affirmative action, to make the personal data in question accessible to the general public’ 


• the mere fact that personal data is publicly accessible does not imply that the data subject has 
manifestly made such data public

— CJEU judgment of 4 July 2023, Case C-252/21, Meta v. Bundeskartellamt



Legal basis for processing training data
A baseline requirement…

• Legal basis necessary for processing training data – usually these two become 
relevant:


• Consent from the data subject with explicit and informed consent for the use in 
training.


• Clear requirements on a separate approval of this purpose of processing, with 
far-reaching information to be provided to data-subjects + right to revoke 
consent. 

• Legitimate interest of the data controller


• This entails a three step test; 1) is it legitimate, 2) is it necessary, and 3) do the 
rights and interests of the data subject override the interest of the controller?



Legitimate interest to process training data?
Principles from data protection

1. Is it a legitimate interest?  

•  Is it lawful, clearly and precisely articulated, and real and present?


2. Is it necessary? 

• Are there no less intrusive way of pursuing this interest? Is the amount of personal data processed 
proportionate to the interest at stake, in light of the data minimisation principle?


3. Do the rights and interests of the data subject override the interest of the controller? 

• Are there specific risks to fundamental rights that may emerge either in the development or the 
deployment phases of AI models?


• What is the nature of the data processed by the models, the context of the processing and the possible 
further consequences of the processing?


• What are the reasonable expectations of individuals whose data is being processed?



Mitigating measures when using web-scraping
Recommendations from the EDPB

1. Excluding data content from publications which might entail risks for particular persons or 
groups of persons (e.g. individuals who might be subject to abuse, prejudice or even physical 
harm).


2. Ensuring that certain data categories are not collected or that certain sources are excluded; 
e.g., websites that are particularly intrusive due to the sensitivity of their subject matter.


3. Excluding collection from websites (or sections of websites) which clearly object to web 
scraping by respecting robots.txt or ai.txt files or or similar expressions of objections.


4. Imposing other relevant limits on collection, possibly including criteria based on time periods.


5. Creating an opt-out list, managed by the controller and which allows data subjects to object to 
the collection of their data on certain websites or online platforms, including before the data 
collection occurs.



Model
and deployment



Points of departure
Do models contain personal data?

• EDPB: ”even when an AI model has not been intentionally designed to produce 
information relating to an identified or identifiable natural person from the training 
data, information from the training dataset, including personal data, may still 
remain ‘absorbed’ in the parameters of the model, namely represented through 
mathematical objects.”


• They may differ from the original training data points, but may still retain the original 
information of those data, which may ultimately be extractable or otherwise 
obtained, directly or indirectly, from the model. 


• Whenever information relating to identified or identifiable individuals whose personal 
data was used to train the model may be obtained from an AI model with means 
reasonably likely to be used, it may be concluded that such a model is not 
anonymous.





Regurgitation and inversion attacks
Assessing the data protection risks

• EDPB highlights risks of extracting personal data from the model through membership 
inference attacks or model inversion attacks.


• Regurgitation of personal data from training can lead to the model being seen as 
processing of personal data independently of the processing of training data.


• ”Consultation” of personal data is seen as processing, so end users being able to make a 
model regurgitate personal data through prompts or attacks is enough.


• Knowing a person exist in a training data set can be sensitive, if belonging to the category 
the model is trained on is sensitive (e.g. crime data, mental illness)


• ”AI models trained on personal data cannot, in all cases, be considered anonymous. 
Instead, the determination of whether an AI model is anonymous should be assessed, 
based on specific criteria, on a case-by-case basis”. (EDPB)



Legal risk assessment for models
EDPB recommendations

• Ensure a proper risk evaluation has been made (and documented) assessing the 
identification risk. 


• Take into account all means reasonably likely to be used by (anyone) to identify 
individuals or extract personal data. (include: characteristic of training data; context 
of deployment; additional information needed; cost and time needed; available 
technology and developments)


• AI models are likely to require a thorough evaluation of the likelihood of identification 
to reach a conclusion on their possible anonymous nature, and should also consider 
unintended (re)use or disclosure of the model.


• For example: A publicly available model will likely imply a much higher risk than a 
private model only accessible to a limited number of employees. 



Risk mitigation in AI model design
EDPB recommendations

• Take steps to avoid or limit the collection of personal data and document these steps, such as 
selection criteria; the relevance and adequacy of the chosen sources; and how inappropriate sources 
have been excluded.


• Has anonymous or pseudonymised data been considered? If not, document the reasons for this 
decision, taking into account the intended purpose.


• Document data minimisation strategies and techniques employed to restrict the volume of personal 
data included in the training process; inducing data filtering processes implemented prior to model 
training intended to remove irrelevant personal data.


• Choose robust methods for AI model development, using methods that reduce or eliminate the 
identifiability, including regularisation methods to improve model generalisation and reduce overfitting 
and use effective privacy-preserving techniques (e.g. differential privacy).


• Implement and document measures added to the AI model itself which might lower the likelihood of 
obtaining personal data related to training data from queries.



The crux of non-anonymous models
Difficult rights to live up to

• Information – data subjects have a right to know what information about 
them you process. Might be impossible to compile. 


• Correction – data subjects have a right to have erroneous information 
corrected. Could be impossible to fix without retraining model for each 
correction.


• Erasure – data subjects have a right to get their data erased (with certain 
limitations). Might be impossible without retraining model and purging training 
data.


• Fixes at the output or prompt end (correcting specific inputs/outputs) not a 
full-proof solution.



Output
Inferences, predictions, decisions



Jeremy Waldron, 2020

”Applying a norm to a human individual is not like 
deciding what to do about a rabid animal or a dilapidated 
house. It involves paying attention to a point of view. As 
such it embodies a crucial dignitarian idea — respecting 
the dignity of those to whom the norms are applied as 
beings capable of explaining themselves.”  



EU Court of Justice approach to machine learning
C-817/19, Ligue des droits humains mot Conseil des ministres (21 June 2022)

• EU Court of Justice case on the directive on 
passenger name records (PNR data)


• PNR data is used to create risk profiles on flight 
passengers. 


• AI system to predict risk.


• According to the directive, the risk assessment should 
be made based on pre-determined and non-
discriminatory criteria.


• Any output that determines a risk is manually reviewed 
and no decisions with negative legal consequences 
are allowed to be taken based solely on the automatic 
processing of PNR data or sensitive personal data.  



On the opacity of machine learning
Position of the Court of Justice of the European Union

• A law requiring pre-determined criteria precludes the use of machine learning capable of 
modifying the assessment process without human review. In particular, the assessment 
criteria on which the result of the application of that process is based as well as the 
weighting of those criteria.


• The use of such technology would be liable to render redundant the human review of 
decisions and the control of lawfulness of decisions.


• Given the opacity which characterises the way in which AI technology works, it might be 
impossible to understand the reason why a given program arrived at a positive match.


• The use of such technology may deprive the data subjects also of their right to an 
effective judicial remedy, in particular in order to challenge the non-discriminatory nature 
of the results obtained.



Meaningful information on logic
Automated decision-making and profiling

• GDPR Art. 15 establishes a right to ’meaningful information’ about the logic underpinning automated 
decisions.


• ’Decisions’ is interpreted broadly, may include probability values that form the basis for decisions on 
e.g. credit scoring, or e-recruitment practices.


• EU Court of Justice has established that ’meaningful’ information implies both good intelligibility and 
the value/usefulness of the information.


• Covers all relevant information concerning the procedure and principles relating to the automated use 
of personal data with a view to obtaining a specific result.


• In addition, information concerning the importance and the intended consequences of the processing 
for the data subject.


• Data and information should be provided in a concise, transparent, intelligible and easily accessible 
form, using plain and clear language – should be accompanied by ‘real, tangible examples’.

See Case C‑203/22, Dun & Bradstreet; Case C‑817/19. Ligue des Droits Humains; Case C‑634/21, Chufa holdings



• Cannot be satisfied either by showing a complex mathematical formula, such as an 
algorithm, or by the detailed description of all the steps in automated decision-making –
 would not constitute a sufficiently concise and intelligible explanation.


• Should enable data subjects to ensure the correctness and lawfulness of processing –
 connected to the right of rectification and erasure, as well as the importance of effective 
judicial remedies. 


• Should describe the procedure and principles actually applied in such a way that the data 
subject can understand which of his or her personal data have been used in the automated 
decision-making at issue, and how a variation in the personal data taken into account 
would have led to a different result.


• Complexity of the operations to be carried out in the context of automated decision-
making cannot relieve the controller of the duty to provide an explanation.

See Case C‑203/22, Dun & Bradstreet; Case C‑817/19. Ligue des Droits Humains; Case C‑634/21, Chufa holdings



Mitigating measures at the deployment phase
Recommendations from the EDPB

• Output filters to prevent the storage, regurgitation or generation of personal 
data.


• Digital watermarking of AI-generated outputs.


• Measures to allow for the exercise of the right to erasure of personal data 
from model output data or deduplication. 


• Post-training techniques that attempt to remove or suppress personal data.



Summary
Responsible (and legal) machine learning is hard.



• While compliance with legal frameworks can feel daunting, it’s a fundamental 
requirement for responsible machine learning. 


• It’s also a baseline, the aim should probably be a lot higher.


• Legal rules and principles are often expressions of granular and fine-tuned 
ethical and moral judgments, as such they can guide you towards asking 
relevant questions and finding proper solutions.


• Better to incorporate at the design and concept stage, as most issues are 
difficult to fix unless data protection was considered by design and by default.



Further reading
• EDPB Opinion 28/2024 on certain data protection aspects related to the processing of personal data in the context of AI models, https://

www.edpb.europa.eu/our-work-tools/our-documents/opinion-board-art-64/opinion-282024-certain-data-protection-aspects_en


• Veale M., Binns R., Edwards L., 2018, Algorithms that remember: model inversion attacks and data protection law. Phil. Trans. R. Soc. A 376: 
20180083, available at http://dx.doi.org/10.1098/rsta.2018.0083 


• CJEU Case law: 


• Case C‑203/22, Dun & Bradstreet 

• Case C‑817/19. Ligue des Droits Humains 

• Case C‑634/21, Chufa holdings 

• Some of my own work on automated decision-making and the rule of law: 


• Naarttijärvi, M. (2023). Situating the Rule of Law in the Context of Automated Decision-Making. In M. Suksi (Ed.), The Rule of Law and 
Automated Decision-Making: Exploring Fundamentals of Algorithmic Governance (pp. 15–31). Springer International Publishing. https://
doi.org/10.1007/978-3-031-30142-1_2


• Enqvist, L., & Naarttijärvi, M. (2022). Discretion, Automation, and Proportionality. In M. Suksi (Ed.), Rule of Law and Automated Decision-
Making. Springer.


• Naarttijärvi, M. (2023). "Chapter 65: Exploring critical dichotomies of AI and the Rule of Law". In Handbook of Critical Studies of Artificial 
Intelligence. Cheltenham, UK: Edward Elgar Publishing. Retrieved Mar 14, 2025, from https://doi.org/10.4337/9781803928562.00076

https://www.edpb.europa.eu/our-work-tools/our-documents/opinion-board-art-64/opinion-282024-certain-data-protection-aspects_en
https://www.edpb.europa.eu/our-work-tools/our-documents/opinion-board-art-64/opinion-282024-certain-data-protection-aspects_en
https://www.edpb.europa.eu/our-work-tools/our-documents/opinion-board-art-64/opinion-282024-certain-data-protection-aspects_en
https://www.edpb.europa.eu/our-work-tools/our-documents/opinion-board-art-64/opinion-282024-certain-data-protection-aspects_en
http://dx.doi.org/10.1098/rsta.2018.0083

